UNIT-II MULTIPLE RANDOM VARIABLES

UNIT-II
MULTIPLE RANDOM VARIABLES

Multiple Random Variables: Vector random variables, Joint distribution
function and properties, Marginal distribution functions, Joint density function and
properties, Marginal density functions, Joint Conditional distribution and density
functions, statistical independence, Distribution and density of sum of random
variables, Central limit theorem.

Operations on Multiple Random Variables: Expected value of a function of
random variables, Joint moments about the origin, Correlation, Joint central
moments, Covariance, Correlation coefficient, Joint characteristic function and
properties, Jointly Gaussian random variables-two and N random variables,

properties

VECTOR RANDOM VARIABLS

v" suppose two random variables X and Y are defined on a sample
space S, where specific values of X and Y are denoted by x and y
respectively.

v Then any ordered pair of numbers (x,y) may be conveniently
considered to be a random point in the xy-plane.

Sy
________ ® (X(s2), Y(s1))

Function X
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UNIT-II MULTIPLE RANDOM VARIABLES

Joint Probability distribution function

Consider two random variables X and Y with elements {x} and {y} in xy plane.
Let two events A={X <x} and B ={Y <y} then the Joint Probability
distribution function It gives information about probability of event {X < x}

Fxyy(x,y) = PIX <x,Y <y}=P(ANB)

Properties of Joint Probability distribution function

i) Fyy(—o0,—0) = 0

ii) Fyy(x,—0) = 0

ii0) Fyy(—0,y) = 0
Proof:

It is known that
D) Fxy(x,y) = PIX <x,Y <y}
Fxy (=00, =) = P{X < —o0,Y < —oo}
=PX<-oNY<-—w}
Fxy (=00, —0) =0

i) Fyy(x,y) = PIX < x,Y < v}
Fyy(x, —0) = P{X < x,Y < —oo}
—PX<x NY < —o)
Fyy(x,—0) =0

iii) Fyy(x,y) = PX <=x,Y <y}
Fyy(=0,y) = P{X < —o0,Y < y}
=PX<-wonY<y}
Fyy(=0,y) =0
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UNIT-II MULTIPLE RANDOM VARIABLES

2. Fyy(oo,0) =1
Proof:
It is known that
Fyy(x,y) = PIX < x,Y <y}
Fyy(o0,0) = P{X < o0,Y < o0}
= PX <o NY < oo}
= P{Sn Sk=P{S}=1
Fyy(o0,0) =1

3. The joint Probability distribution function is always define between 0 and 1.
ie;0 < Fyy(x,y) <1
4. Marginal distribution functions
Fx(x) = Fxy(x, )

Fy(y) = Fxy(e,y)
Proof:

It is known that
Fyy(x,y) = PIX < x,Y < y}
Fxy(x,0) = P{X < x,Y < oo}
= PX<x NY < 0}
= P{X <x Nns}
= P{X < x}
Fyy(x,0) = Fx(x)

Fyy(x,y) = PIX <x,Y <y}

Fxy(0,y) = PIX <0, Y <y}
= P{s nY <y}

= P{Y <y}

Fyy(0,y) = Fy(y)

CH SIVA RAMA KRISHNA Dept.of ECE, LBRCE Page 3



UNIT-II MULTIPLE RANDOM VARIABLES

Joint Probability Density Function:

It gives information about the joint occurrence of events at given values of X
and Y

v" The joint probability density function is the partial derivatives of joint

distribution.

azFXY(xr y)
dx dy

when X and Y are discrete random variables, joint density function is

fXY(xJ Y) = ﬁl Z;lzlp(X = xi;y = y]) o) (X — X, Y — y])

fxr(x,y) =

Properties of Joint Probability density function
1. Joint probability density function is a non-negative quantity
fXY(xr y) =0
Proof

From the definition

azFXY(xl y)
dx dy

As the distribution function is anon non-decreasing function slope is always

fXY(xly) =

positive. Hence the joint probability density function is a non-negative quantity.

2. The area under the probability density function is unity.

J_O; J_ O;fxy(X, ydx dy =1

Proof:
We know that

azFXY(xr}’)

fxr(x,y) = 9x 0y

Integrate on both sides w.r.to x
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UNIT-II MULTIPLE RANDOM VARIABLES

foo 0% Fxy (x,y)
———dx

j_ oofXY(x’ y)dx = 3% 0y

—0o0

d (© 0

o0

d
= @ [FX,Y(xJ )’)]_

d
= @(FXY(OO» y) — Fxy(=,¥))

Integrate on both sides w.r.to y

f_i J_O:of”(x' y)dxdy = f:;—y Fy(y)dy

= [F, )%,
= Fy(e0) = Fy(—o0) = 1

-2 R
_ayyy

j_z j_ZfXY(x, y)dx dy =1

3. The joint probability distribution function can be obtained from the

knowledge of joint density function.

X ry
FXY(xry) = J_ f_ fXY(x;y)dx dy

Proof
azFXY(x: y)
dx dy

Integrating on both sides w. r. to x

x x azFXY(xr }’)
L@MMW—L;Eﬁrwx

6fx 6F . y)d
oy )_ ox xy X, y)ax

we know fyy(x,y) =
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UNIT-II MULTIPLE RANDOM VARIABLES

X

d
= @ [FX,Y(xJ }’)]

—0o0

0
— a(pxy(x, y) — Fyy(=x,y))

0
= @ny(x, )’)

Integrate on both sides w.r.to y

y (% Y 0
f f fxy(x,y)dx dy = J @ny(x,y)dy

= [FXY(xJ y)]J—/oo
= Fxy(x,y) — Fxy(x, —0)
= Fyy(x,y)

X ry
ny(x, y) = J_ J_ fXY(x,y)dx dy

4. The probability of event {x; < X < x,, y; <Y < y,} can be obtained

from the knowledge of joint density function.

2 (Y2
Plx; <X <xp; y1 <Y<y} = j fxy (x, y)dx dy

X1 Y1

Proof:

Consider

X2 Y2
= j fxy(x y)dx dy

X1
f fyza Fyy(x,y) dx d
dx dy Y

Changing the order of integration

Y2 a
f f — Fyy(x,)dx dy
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UNIT-II MULTIPLE RANDOM VARIABLES

Y2 0 X,
jyla [FX,Y(x; y)]x1 dy
Y2 d
j — (Fxy(x2,y) — Fxy(x1,y))dy
Y1 ay

= [(Fxy (x2,¥) — FXY(xl'y))]g//i

= Fyy(x2,¥2) — Fxy(x1,¥2) —Fxy (X1, ¥2) +Fxy (X1, ¥1)

Marginal density functions
fx(x) :j fxv(x,y)dy

fr(y) =.[_ [xy(x,y) dx

azFXY(x: y)

we know fyy(x,y) = —— 3y

Integrate on both sides w.r.to x

0 0 aZny(x,y)
j_oofxy(x,y)dx = J_wwdx

_ajoan( )
_ay Y ax XY x’y X

0
- @ [FX,Y(xJ y)]

—0o0

0
= @ (Fxy(0,y) = Fxy(=,¥))

B 0

—@Fy()’)

= fy(y)

fr&») =j_ fxy(x,y) dx

Integrate on both sides w.r.to y
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* aZFXY(x: }’) d

j_ZfXY(X;Y)dy = f dx 0y

—0o0

_afoan( )
_ax Y ay XY x’y y

o0

d
= a [FX,Y(xJ )’)]_OO

0

= a (Fxy(x,00) — Fxy(x, —0))
d

= an(x)

= fx()

fx(x) = J_ [xy(x,y) dy

CONDITIONAL PROBABILITY

It is the probability of an event ‘A’ based on the occurrence of another event
‘B’.

Let A and B are two events then the conditional probability of A upon the
occurrence of B is given as

P(A N B)

Similarly, the conditional probability of B upon the occurrence of A is given

as

B __ P(AnB)
P( /A) - P(A)
CONDITIONAL DISTRIBUTION FUNCTION
The concept of conditional probability is extended for random variable also.

Let ‘X’ be a random variable then the conditional distribution function is

defined as
Fy(*/g) = PX <xn B}

Properties of Probability Distribution Function
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=

Fx(T®/g) =0
Fy(®/g) =1

3. 0 < Fy(*/g) <1

A

4. Fy(x,/B) = Fx(x{)/B when x, > x;

o1

Cp{ S XS XN b /B) — Fe(a/B)

CONDITIONAL DENSITY FUNCTION
The derivative of conditional distribution function is called conditional
density function.

It gives the conditional probability of an event at a specific value.

fx(*/p) = —dFXCEz/B)

Properties
1 fx(*/g) =0
2. [7 fe(*/p)dx =1
3. Fx(x/B) = [, fx(*/p)dx

4. Plr; <X < x5} = [ fy(¥/p)dx

JOINT CONDITIONAL DISTRIBUTION AND DENSITY FUNCTIONS
Two conditions are defined called as

1. Point conditioning

2. Interval conditioning

Based on the values taken by random variable ‘X’

if °Y’ takes a single value then it is called Point conditioning

if “Y’ takes a range of values then it is called Interval conditioning

Point conditioning:
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UNIT-II MULTIPLE RANDOM VARIABLES

Under this the random variable Y’ takes a single value such that

y—Ay <Y <y+Ay

_PAnB)
Fx(*/g) = P{X < xn B}
x KX =x)n(y—Ay <Y <y+Ay)}
FX(/y—Ay =Y Sy+Ay)_ Py —Ay <Y <y+Ay)

It is known that the distribution function is the integral of density function

A
f;l; f_xoofxy(x; y)dx dy

(/y Ay <Y <y+Ay)

+A
Iy oy fr@) dy
A
Ay — 0 Fx (¥ ) [ forboyax L7, dy
y =P —Ay <Y <y+Ay) T A
yoR =t EyTa fro ) d

. ffoofXY(x:y)dx ZA}’ . ffoofxy(X, y)dx
fr(y) 28y fr»)
Conditional density function is

X( /Y) dx f_oofxy(x y)dx

0 =4 7G)
f ( ) )
AR
Similarly
fXY(xJ y)

v (y/X) B fx(x)

Interval conditioning:

Under this the random variable ‘Y’ takes the range of values such that

Ya <Y <y
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UNIT-II MULTIPLE RANDOM VARIABLES

2 2, fer (e y)dx dy
A (< v <) = 1 fr o) dy

W =Y b
sy <y, fyya fy(y) dy

F (X/ ) . f;;b fXY(x:y) dy
3 Ya =¥ =yp f;;b fjooofxy(x; y)dx dy

STATISTICAL INDEPENDENCE OF RANDOM VARIABLES:
Consider two random variables X and Y by defining the events A = {X < x}
and B = {Y < y} for two real numbers x and y
Two random variables are said to be statistical independent then
P{X <x,Y<y}=P{X <x} P{Y <y}
From distribution function

Fyy(x,y) = Fx(x) Fy(y)
From density function

fxr(y) = fx() fr ()

From conditional density function

fr@y) G )
F(fy) =75 (’;)y ==%=fx(@

y _ fxr(x, ) _ fx () fy(y)
AR =56 =

= fr()

DISTRIBUTION AND DENSITY OF A SUM OF RANDOM VARIABLES
In real time applications, the received signal is a sum of designed original
signal and noise. In such a case the information about the probability of

combine signal will help in analysing the communication system.
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Let ‘W’ be a random variable equal to sum of two independent random
variables X and Y

W=X+Y
The density function of sum of two random variables is the area under the

givencurve W =X +Y

Fy(w) = J_O:O J_J;fxy(x;}’)dx dy

When X and Y are statically independent
w-y

Fo (W) = j o) [ ) dx dy

Differentiating (using Leibniz’s rule) w.r.to ‘w’ on both side

d
=2 f0) [ para

w=y
fww) = J fy(y)d— fx(x) dx dy
—o w_,
d £ B = f b da
Eunf[x ZNdx = ;;de-l_f z}z}a—f[a(z},z}a_

furw) = f F O few —y) — fe(—o0)] dy

furw) = f £ O) few — ) dy

The above expression is recognized as a convolution integral.

fww) = fx(x) ® fr(y)
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The density function of the sum of two statistically independent random
variables is the convolution of their individual density functions.

If there are ‘n” number of statistically independent random variables then

fX1+X2+---Xn(x) = fxl(x1) * fxz(xz) * fx3(x3) ------ * fxn(xn)
OPERATIONS ON MULTIPLE RANDOM VARIABLES:

Expected Value or Mean
When more than a single random variable is involved, expectation must be

taken with respect to all the variables involved.

E[g(X,Y)] = j j 96 far () dx dy

JOINT MOMENTS:

Moments are the measure of deviation of a random variable from a reference
value.

Joint moments indicate the deviation of a multiple random variables from a
reference value.

Joint moments about the origin

The expected value of a function of a form g(x,y) = X" Y* is called joint
moment about the origin.

My = E[X™ Y¥]
Mpk = J J x" y* fyry(x,y) dx dy
The order of joint moment is the sum of individual orders n and k.
I.e: order=n+k
First order joint moments:
My = E[X™ Y¥]
My = E[X' Y°] = E(X) = m, = f x. Fo(x) dx
mo; = E[X° Y] = E(Y)

CH SIVA RAMA KRISHNA Dept.of ECE, LBRCE Page 13



UNIT-II MULTIPLE RANDOM VARIABLES

Note: The first order joint moments are equal respective individual expected
value.
Second order joint moments:
my, = E[Y?]
my = E[ X?]
The second order joint moment m,, is called as Correlation.
Ryy =my; = E[X Y]

m11=J J xy fxy(x,y)dx dy

Correlation is a measure of similarity between two (or) more random variables.
If two random variables are said to be statistical independent then
Ryy = E[X Y] = E[X] E[Y]

_ jz [ O;x Y For () dx dy = ji jix Y £ fo () dx dy

- [ #f@adx | yAG) dy=EX EIY)

Note: when two random variables are orthogonal Ryy = 0

Joint central moments

The expected value of a given function g(x) = (X — X)™(Y — V)X is called
joint central moment of two random variables.
e = E[(X = X)™ (Y = Y)¥]
=2 0 =" (v =D fiy(x,y) dx dy

Properties of central moments:
1. The zero order joint central moment is “1°.

2. The first order joint central moment is ‘zero’.
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Ho1 = H10 =1
3. The second order joint central moment
ke = E[(X = X)™ (Y = 1)]
Hzo = E[(X — X)?] = oy?
toz = E[ (Y = ¥)?] = oy?
4. The second order joint central moment is called as covariance between
two random variables X and .
pi1 = E[(X = X)(Y = V)] = Cxy
Covariance is a measure of change in random variable with another one.
It indicates how to random variables vary together.

Properties of Covariance:

1. If Xand Y are two random variables then the Covariance between them
IS given as
Cxy = Rxy — E[X] E[Y]
2. If X and Y are two statistical independent random variables then
Cxy =0
Cxy = Rxy — E[X] E[Y]
If two random variables are said to be statistical independent then
Ryy = E[X Y] = E[X] E[Y]
Cyy = E[X] E[Y] — E[X] E[Y] =0
3. Let X and Y be two random variables then
var[X + Y] = var[X] + var[Y] + 2Cxy
var[X — Y] = var[X] + var[Y] — 2Cxy

Correlation coefficient:

It is defined as
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p11 (or) Cxy
p =

vV H20 Ho2

M1
Ox Oy

JOINT CHARACTERISTICS FUNCTION

The expected value of the joint function g(x,y) = e/®1Xe/®2Y js
called joint characteristics function.

¢XY(CU1,CU2) = E[ejleejsz ]

= j jefwlx 2V £, (x,y) dx dy

1 ® . ,
fxy(x,y) = %-[ e Jo1X gm0 ¢y (w1,0;) dwidw,

Joint characteristics function and joint density function are Fourier transform
pairs with the sign of the variable are reversed.

Properties of joint characteristics function:

1. The marginal characteristics function can be obtained from the
knowledge of joint characteristics function

Px(w1) = ¢XY((U1,O)
¢y (w2) = dxy (0, w3)

proof:
We know that
bxy (w1 wy) = E[e/@1Xel®2) ]
Let w, =0
¢XY((U1,0) = E[eja)1X] = ¢px(w1)
Let w; =0
Pxy (0, w2) = E[eja)zY] = ¢y(w2)

2. If X and Y are two statistical independent random variables then their
joint characteristics function is the product of individual characteristics
functions
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<I5XY((U1,(U2) = ¢px(w1) py(w7)

proof:
We know that
¢XY(CU1,CU2) = E[ejleejsz ]

e/ 01X eJ@2Y £ (x,y) dx dy

Il
é\:g
é'\g

If X and Y are two statistical independent random variables then

e/01X eJ@2Y £ (x,y) dx dy

[l
é\g
é"g

= J ) /01X £ (x) dx j ) e/2¥ f,(y) dy

— 00

¢XY(CU1,CU2) = ¢px(w1) py(w7)

3. If X and Y are two statistical independent random variables then the joint
characteristics function of sum of random variables is the product of

individual characteristics functions

dx+y (W) = Py (W) py(w)

proof:
xsy(W) = E[ef*F1) ]

— E[eja)X eja)Y]

If X and Y are two statistical independent random variables then

Pxsy(w) = E[ef9X] E[e/*Y]

dx+y (W) = Py (W) Py (W)

4. The joint moments of multiple random variable can be obtained from the

knowledge of joint characteristic function is
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n+k
my, = (="K W¢xy(w1,w2)
w1=0,wy=0
JOINTLY GAUSSIAN RANDOM VARIABLES:

v Among various standard density function Gaussian density
function is the most significantly used density function in the field
of science and engineering.

v" In particular it is used to estimate the noise power while calculating
the signal to noise ratio.

v" It is some time called bivariate Gaussian density

v Two random variables are said to be jointly Gaussian if their joint

density function of the form

) = e (O RE 206D D, O]
21 oy oyy[1 - p? 20—p2) | oy’ Oy Oy e
Here
X = E[X]
¥ = E[Y]

CEX D) (¥ D)

Ox Oy

1. The maximum value of joint Gaussian density function occurs at (x =
X, y=7Y)
_ 1
max|fxy(x,y)] = 27 0y oy T =07

2. If Xand Y are two statistical independent random variables then their

joint Gaussian density function is
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1 —1[(x=-X)? (y-Y)2
fxr (x,y) = amoro exp{ > [ 52 + o2 ]}

Observe that if p = 0, corresponding to uncorrelated X and Y, can be written

as

fxr () = fx(x) fr(y)
Where fy(x) and f,(y) are the marginal density functions of X and Y

1 (x — X)?]
fx(x) =—=cexp l——
8 2moy? 20>

1 (y — ¥)?]
fr) = Tayz exp I—W

Note:
Two random variables are said to be un-correlated if they are statistical
independent. However the reverse statement is not true for all cases. But for

Gaussian random variables the reverse statement also true.

N Random variables
N random variables Xi,Xa,.....Xn are called jointly Gaussian if their joint density

function can be written as

[[Cx]™ /2 [x — X]* [Cx]7* [x — X]
le ....... XN(xl. ------ Xy) = WQXP {_ [ > ]}

[x1— X1
[x — X] —|x2 ~ X |
lxN — _NJ

C11 C12 ClN

[Cy] = C21 ng Con

Cvi Con - Caw

[.171 For the matrix inverse
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[. ]* For the matrix transpose
|[. 1] For the matrix determinant

Elements of [Cy] called the covariance matrix of N random variables, given by

2 .
Ox, [=j

Cij = E[(X; = X)(X; — X;)] ={ Cr, i#)
Properties of Gaussian density function for N random variables:
1. Gaussian random variables are defined by mean, variance and co-
variance.
2. All marginal density functions are derived from ‘N’ variate Gaussian
density function are also Gaussian.
3. All conditional density functions derived from ‘N’ variate Gaussian

density function are also Gaussian.
4. Linear transformation Gaussian random variables will also be Gaussian

DESCRPTIVE QUESTIONS

1. Contrast the properties of joint probability distribution function by

using necessary mathematical expressions.

Contrast the properties of joint probability density function.

3. Explain about marginal distribution functions of random variables X
and Y?

N
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No

Explain about marginal density functions of random variables X and
Y?

Infer with necessary expressions that the density function of sum of
two statistically independent random variables is the convolution of
individual density functions.

Distinguish between various joint moments.

Discuss about Joint Central Moments with necessary mathematical
Expressions.

Interpret the properties of joint characteristic function with the help of
necessary mathematical expressions

Discuss about the two dimensional Gaussian random variables
density function and summarize its properties

. Two random variables X and Y have the joint PDF

fo (X, y)=Ae @Y = x y>0

0 , Otherwise
Evaluate (ij A (ii) Marginal pdfs f,(x) & f,(Yy)

. The joint density of two random variables X and Y is

foo (X y)=Cc(2x+y), 0<x<1,0<y<2

0, elsewhere

Compute
i) The value of c.
ii)The marginal density functions of X and Y.

The density function

fry (xy):%, 0<x<2,0<y<3
0, elsewhere

applies to two random variables X and Y.
Categorize whether X and Y are statistically independent or not.

Differentiate whether two given random variables are statistically
independent or not if their joint probability density function is given
as

fXY(x,y)=%x2y 0<x<2&0<y<2

0 , otherwise

Two random variables X and Y are having joint density function
foo (X y)=x+y, 0<x<2,0<y<l

0, elsewhere
Categorize whether X and Y are statistically independent or not.
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Calculate correlation coefficient.

6. Given

2
fyy (Xy):%, -1<x<1,-3<y<3

0, elsewhere
Determine variances of X & Y

7. Two statistically independent random variables X and Y with
X=2,X%=8,Y=4,Y?=25. For another random variable given as W =
3X-Y, calculate the variance.

8 X & Y be statistically independent random variables with

Y:% , F:4, Y=1 , F:S. If a new random variable is defined as W = X-

2Y+1, then calculate
(i) Rxy (ii) Rxw (iii) Ryw .

9. Two random variables X and Y have means X =1,Y =3 variances
oy =4and 0% = 1 and correlation coefficient p,, = 0.4. New random

variables W and V are defined such that W = X + 3Y, V = - X +2Y.
Find (i)Mean (iij)Variance of W and V.

10. Two random variables X and Y have means X = 1 and Y =2
variances Gi = 4 and c% =1 and a correlation coefficient p,, = 0.4.

New random variables W and V are defined by V = - X +2Y, W = X + 3Y.
Find (i) The means (ii). The Variances (iii) The Correlations (iv) The
correlation coefficient p,, of Vand W.

11. Find & Sketch the density of W = X+Y, if X & Y are Statistically
independent and have marginal densities

fx<x):§[u(x)—u(x—a>] fY(y)=%[U(X)—U(X—b)] assume bsa

1. Calculate b’ value and also Joint distribution function for the given Joint
density function.

b(x +y)?; —-2<x<2,-3<y<3
0 ;. elsewhere

fxr (0, y) = {

Sol: Given,
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b(x +y)?; —-2<x<2,-3<y<3
0 ;. elsewhere

fxr (0, y) = {

Calculation of “b” value:

We know that,

f ffxy(x,}’)dXdy =1

2 3
:Jjb(x+y)2dxdy=1
Z2 53
2 3
:bjj(x2+y2+2xy)dydx=1
Z2 3

Integrating w.r.to ‘y’

g y® v\’
:>bj xty+—+2x|—= dx =1

3 2 3

_2 -

2
27 27
=> b J[3x2+?+9x—(—3x2—?+9x)]dx=1

-2

2
=>bj[6x2+18]dx:1
-2

2
= 6b J[x2+3]dx=1
-2
Integrating w.r.to ‘x’

3 2
X
= 6b [?-l‘ 3X] =1
-2

S ofre-(-2-)]=1
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16 + 36
=>6b[ ]

= 2b[52] =1
= 104b =1

1

o b = m
Calculation of Joint distribution function:

We know that,
x Yy

Fxy(x,y) = -[ jfxy(x;)’) dx dy

—00 —00
x ¥

= -[ jb(x+y)2dxdy

Z2 53
x Y
=bj](x2+y2+2xy)dydx

-2 -3

Integrating w.r.to ‘y’
X 3 2\ T
y y
— 2 i —
_bj[xy+3+2x<2> dx
-2 )
X

3 27 '
=b J[x2y+y?+xy2—(—3x2—?+9x) dx

-2

Integrating w.r.to ‘x’

. x3 y3 xz , x3 xz X
- K?)”“)?*(?)y *3(?>+9’“‘9<7>]_2

3y xy? oxPy? o 9x? 8y 2y3 X
—b[3 + 3 + > + x +9X—T— —?—T+2y —8-18-18
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1
104

(x3+8)y+ (x+2)y3 N (y? — 9)x?

3 +9x—2y%+44
3 > +x3 +9x — 2y% +

~ Fyy(x,y) =

2. The Joint density function of two random variables X and Y is given as

x+y; 0sx<1,0<sy<1
frGey) =77 !

;. elsewhere
Find the Conditional density function.

Sol: Given,
_(x+y; 0=sx<1,0=5y<1
frr (0, y) = { 0 : elsewhere
Formulas to find Conditional density function:
X fxy(x,y)
o (£) = L)
y fry)
y fxyr(x,y)
o (%) = L)
X fx(x)

Calculation of fy(x) and f, (y):
We know that,

Fr(x) = j Frv(xy) dy

1

= () =f(x+y> dy

0
1

2
]
0

And
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fry) = ffxy(x,}’) dx

> () =j(x+y>dx
0

x2
o]
1
:y-|—§
2y +1
2

1

0

S ) =
-~ Conditional density functions;

f ({)_fxy(x,y)_z(x+y)
Ny T ey T 2y +1

X) _fxr(xy)  2(x+y)
x/ fx(x)  2x+1

3. Two random variables are such that Y = —4X + 20 the mean of X is 4.

fr

Check whether the given random variables are statistically independent or

not, when the variance of X is 2.

Sol:  Given,
Y =—-4X + 20
E[X] =4
ox2 =2

If two random variables are said to be statistically independent then,
E[XY] = E[X]E[Y]
Calculation of E[Y]:
E[Y] = E[-4X + 20]
= —4E[X] + 20
= —4(4) + 20
=-16 + 20
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~E[Y] =4
Evaluation of E [X?]:
We know that,
oy’ =m,; —my?
= 2=m, — 4*
>m, =16 + 2
~ E[X?] =18
Calculation of E[XY]:
E[XY] = E[X(—4X + 20)]
= E[—4X? + 20X]
= —4F[X?] + 20E[X]
= —4(18) + 20(4)
~ E[XY] = 8
Now, E[X]E[Y] =4 x4 =16
~ E[XY] # E[X]E[Y]
Hence, the given random variables X and Y are not statistically independent.

4. Two random variables X and Y have the joint PDF

_ Ae@®HY) . x>0
far(x%,y) _{ 0 : otherwise
Evaluate (i) A (ii) Marginal pdfs fy(x) & fy (y)
Sol:Given,
Ae~@xXtY) . ¥y >0
frGey) ={ ¢ i x4y 2
0 ;. otherwise

(i)Calculation of “A” value:
We know that,

f ffxy(x,}’)dxd}’ =1

—0o0 —00
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:ffAe‘(zx“’) dxdy =1
00

Integrating w.r.to ‘y’

-1
0

=>Aje‘2xdx=1
0

Integrating w.r.to ‘x’

e—ZxOO
:A[ ] =1
0

-2
- (-3
= —_ | —— =
2
4 1
> — =
2
A=2

(i1) Calculation of Marginal pdfs:

Formulas:

Fr(x) = f Frv(x,y) dy

fr() = f Frv(x,y) dx

Now,

CH SIVA RAMA KRISHNA Dept.of ECE, LBRCE
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0

fr() = f Ae~@¥*Y) dy

p e—(z;wc+y)]OO
B —1
0
o= 2%
=2|0—-
o]
fx(x) =2e2*

Now,

fr(y) = JAe‘(Z“” dx
0

[e—(2x+y)]°°
— Al
0

-2
e_y
=2P‘t§
~fy(y) =e™?

5. The joint density of two random variables X and Y is

_(c(2x+y);0<x<1, 0<y<?2
fXY(x'y)_{ 0 . elsewhere

Compute

(1) The value of “c”.

(if) The marginal density functions of X and Y.
Sol:  Given,

_(c2x+y);0<x<1, 0<y<?2
fXY(x'y)_{ 0 . elsewhere

(i) Calculation of “c” value:

We know that,
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f ffxy(x:}’)dx‘iy =1

—00 —00

12
=>ffc(2x+y)dxdy=1
00

Integrating w.r.to ‘y’

292
=>cJ[2xy+y7] dx =1
5 0

1
=>cj(4x+2)dx=1
0
Integrating w.r.to ‘x’

42 !
:>c[—+2x] =1
0

2
Sc2+2]=1
1
..C—4

(ii) Calculation of marginal density functions:

Formulas:

Fr() = f Fev(xy) dy

fr() = f Frv(x,y) dx

Now,

2

fe ) = j c(2x +y)dy

0
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2

2
2xy + y_]
0

[4x + 2]

e

. B 1
= fx(x) —x+2

Now,
1

fry) = JC(Zx +y)dx
0
1

B 2x?
=c|= + xy
0

[1+y]

e

1
~fy(y) = Z()’ +1)

6. The density function, applies to two random variables X and Y Categorize

whether X and Y are statistically independent or not.

Xy
— ;0<x<20<y<3

fXY(xiy)z{g Y
0

;. elsewhere

Sol:  Given,

Xy
— 0<x<20<y<3
fxy(x,)’)={9 y

0 ; elsewhere

Condition for statistical independence: fxy(x,y) = fx(xX)fy(y)

Calculation of Marginal pdfs:

Formulas:
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fx(x) = ffXY(x: y) dy

fry) = foy(x,}’) dx

Now,

[2y]

2
SR =2

)3)

N R

s @R = (

_ Xy
9

S fxOfy(y) = fxr(x,y)

Hence, the random variables X and Y are statistically independent.
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7. Differentiate whether two given random variables are statistically

independent or not, if their joint probability density function is given as

5
Feor(6,y) = { x%y ;0<x<2,0<y<?2
Xy

0 ; otherwise

Sol:  Given,

5
Fer (6, y) = { x%y ;0<x<2,0<y<?2
Xy

0 ; otherwise

Condition for statistical independence: fxy(x,y) = fx(x)fy(y)

Calculation of Marginal pdfs:

Formulas:

[x(x) = jfxy(x;)’) dy

fr() = j frv(x,y) dx

Now,

fex) = j > x?ydy

5
=g 2%"]

. _ 5 2

~fx(x) = §X

Now,

f ) = j > ¥y dx
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“5l(3)>

2

0

B 5 8y
_E+§
5
o) =2
5 5
~fxfy(y) = (gxz) (Zy)
25
= @(X y)
S fxfy(Y) # fxv(x,y)

Hence, the given two random variables are not statistically independent.

8. Two random variables X and Y are having joint density function

_(x+y ; 0<x<2, 0<y<1
far () _{ 0 ; elsewhere

Categorize whether X and Y are statistically independent or not.

Sol:  Given,

_(x+y ; 0<x<2, O0<y<l1
far(x,y) = { 0 ; elsewhere

Condition for statistical independence: fxy(x,y) = fx(xX)fy(y)

Calculation of Marginal pdfs:

Formulas:

Fr(x) = f Frv(x,y) dy

fr() = f Frv(x,y) dx

Now,
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1
feGo) = f (x +y) dy
0
1
_ y*
oo
0

. _ 1
s fr() =x+7

Now,

2
) = f(x +y)dx
0

2

2
o
0
~ () =2y +2

1
- O fy () = (x + E) 2y +2)
=2xy+2x+y+1
S fxOfy () # fxr(x,y)

Hence, X and Y are not statistically independent.

Calculation of Correlation Coefficient:

Formulas:
p = H11 ] _ [ Cxy ]
\/m 0x0y
p11 01 Cxy = Rxy — E[X]E[Y]
2007 0x* = E[(X — X)?] = E[X?] — (E[X])?
Moz o7 oy® = E[(Y —Y)?] = E[Y?] — (E[YD)?
To find Ryy:

Ryy =mq; = J nyfXY(x: y) dxdy

—0o0 —00
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1
= Ryy = fxy(x—ky)dxdy
0

O\’N

2 1
=>ny=ff(x2y+xy2)dxdy
00

Integrating w.r.to ‘y’

Integrating w.r.to ‘x’

2

x3  x?
A R
0

8 4
=R =[5+

oo RXY = 2
To find E[X]:
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To findE[Y]:

E[Y] =my, = J}’fy()’) dy

1

E[Y] = fy(2y+2) dy

Evaluation ofCyy:
Cxy = Rxy — E[X]E[Y]

-2-(3)(3)
B 3/\3
=2—-6.1111

o CXY = _4‘.1111
To findE[X?]:

o0

E[X?] = myp = f 2 () dx

—00

2
E[X?] :Ofxz (x+%)dx
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To findE[Y?]:

E[Y?] =mg, = jyzfy(Y) dy

1

E[Y?] = j y2(2y +2) dy

1
=ZJ[y3+y2]dy
0

4 371

y ¥
= 2=+
|

_ 1+1]
I
. YZ 7

o E[Y?] =

6
Evaluation ofoy?:

ox* = E[X?] — (E[X])*
16 /112
o= 5-(3)
73

9
Evaluation ofgy2:

oo O'Xz =
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Correlation coefficient:

—4.1111

@5
—4.1111
3.615

@ p=-1.137

9. Given,

(x + y)?
frr(,y) =9 40
0 ; elsewhere

; —1<x<1,-3<y<3

Determine variance ofX and Y.

Sol: Given,
(x +y)?
fXY(x;_V): T ; —1<x<1,—3<y<3
0 ; elsewhere

Calculation of Marginal pdfs:

Formulas:

Fr() = f Fev(xy) dy

fr() = f Frv(x,y) dx

Now,
F(x+y)?
fx(x) = J4—Oyd3’
=3
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3
1 2 2
=70 (x*+ y* + 2xy) dy
3

1 y? yA\]’
— _—|\2 7 7
—40xy+3+2x<2 .

—132+27+9 (32 27+9)]
—40 X 3 X X 3 X

=L 6?4 18]
20

3x% +9
- ) =2
Now,
1
2
o= [
-1

1
1 2 4 42
=Ej(x + y* + 2xy) dx
1

1 [x3 x2\ T
R 2 -
—40_3 + xy +2<2>y]_1

_1'1+2+ (1 2+)]
—403)’ y 33’ y

_ 1 [2+2 2]
“a0137 Y
3y2 +1

~ ) = 60

To find my,(or)m, of fyx(x):

o0

mqo = E[X] =m, = fxfx(x) dx

—00

1
3x*+9
m1=jx >0 dx

-1
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3 'x4+3x2 !
4 2
! —1
1

37 +3 (1+3)]
2014 2 4 2

o m1 - 0

To find m,o(or)m, of fy(x):

0

my = E[X*] =m, = szfx(x) dx

—0o0

1
, (3x*+9
m2=jx 20 dx

-1

Variance of X:
ox? =m, —my?
ox? = 0.36 — 02
oy =0.36
To find my, (or)m, of £, (v):
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my, = E[Y] =m, = f}’fy(}’)dy

3
3y +1
my = fy 0 dy

-3

1 3
=@J(3y +y) dy

1 4 213
_A LN
60 4 2_3

-l +3-(GEn+3)]
= (0]
s mp =0

To find my, (or)m, of £, (y):

my; = E[Y?] =m; = jyzfy()’) dy

3
,(3y*+1
mz=Jy 0 dy

-3

1
=— [ @By*+y*)d
60J(y+y)y

1 5 313
_1L Y
60 5 3

-3

~mle -z -3)
=%[309.6]
m, = 5.16
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Variance of Y
oyt = m, — my?
oy’ = 5.16 — 02
. oy? =5.16

10.Two statistically independent random variables X and Y have X =
2,X2 =8,Y =4,Y2 = 25,
For another random variable given as W = 3X — Y, calculate the variance.
Sol:Given,
W =3X—-Y and
X=2 X2=8 V=4, Y2=25
To find m, of W:
m, = E[W] = E[3X — Y]

= 3E[X] — E[Y]
=302) -4
my =2

To find m, of W:
m, = E[W?] = E[(3X — Y)?]
= E[9X? + Y% — 6XY]
= 9E[X?] + E[Y?] — 6E[XY]
=9(8) + 25 — 6E[X]E[Y][+ X and Y are statistically independent |
=72+ 25-6(2)(4)
L m, =49
Variance of W'
ow? = m, — my?
oy’ = 49 — 22

. O'WZ =45
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11.X & Y be statistically independent random variables with X = %, X2 =

4, Y =1, Y2 =5. Ifanew random variable is defined as W = X —
2Y + 1 then, calculate
(DRxy (iRxw (ii)Ryw

Sol:Given,

W=X-2Y+1 and

X=-X"=47=1Y=5
To find mean of W'
E[W] =E[X —2Y + 1]
= E[X] —2E[Y]+1

_3_ 2(1) +1
4
1
E[W] = ~2
(DRxy:
Rxy = E[XY]
= E[X]E[Y][~ X and Y are statistically independent ]
= Ryy = XY
= Ryy = E x 1
4
“ Ryy = n
(I)Rxw:

Ryw = E[XW]
= E[X(X —2Y +1)]
= E[X? — 2XY + X]
= E[X?] - 2E[X]E[Y] + E[X]

SEENES
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> Ryy =3.25
(ii)) Ry
Ryw = E[Yw]
=E[Y(X —2Y + 1)]
= E[YX —2Y? +Y]
= E[Y]E[X] — 2E[Y?] + E[Y]

— (1) G) _2(5) +1
33

4
R RYW = _8 * 25

12.Two random variables X and Y have means X = 1,Y = 3 and

variances ox? = 4 and oy2 = 1 and correlation coefficient py,=0.4. New
random variables W and V are defined suchthat W =X +3Y andV =
—-X +2Y.
Find (i)Mean (ii)Variance of W andV

Sol:Given,

X=1Y=3

ox’ =4, 0y =1
pxy = 0.4 and also

W=X+3Y,V=-X+2Y

(i) Mean of W
E[W] =W = E[X + 3Y]
= E[X] + 3E[Y]
=X+3Y
=1+ 3(3)
E[W] =10
Mean ofV:
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= — E[X] + 2E[Y]
=—X+2Y
-1+2(3)

~ E[V] =5
(if)variance of W and V:

Given,

Cxy
Pxy = 0.4~ pxy =

Ox0Oy

Cxy
=

=04

Ox 0y
Rxy — E[X]E[Y]
=

= 0.4
Ox Oy

= E[XY] = 0.4(oy0,) + E[X]E[Y]
= Ryy = E[XY] =042 x 1) + 3
~ Ryy = E[XY] =38

Now,

ox? =m, —m?
=>m, = 0y% +m?
2 = Ox 1

$m2=4‘+1

~ E[X?*]=5

And
O-Y2=m2_m%

=>m2= O-y2+m%
=>m2=1+9

~ E[Y?] =10
To find variance of W

Now, m, of W i.e,

E[W?]

= E[(X + 3Y)?]
= E[X? +9Y? + 6XY]
CH SIVA RAMA KRISHNA Dept.of ECE, LBRCE

Page 46



UNIT-II MULTIPLE RANDOM VARIABLES

= E[X?]+ 9 E[Y?] + 6E[XY]
=5+90 + 6(3.8)
~ E[W?]=117.8
Variance of W'
oW’ =my —mj
= E[W?] - E[W]?
=117.8 — 10?
. oy’ =17.8
To find variance ofV/:
Now, m, of V i.e,
E[V?] = E[(=X + 2Y)?]
= E[X? +4Y?% — 4XY]
= E[X?] + 4 E[Y?] — 4E[XY]

=5+4+40 —4(3.8)
~ E[V?] =298
Variance of V:
2 2

= E[V?] — E[V]?
= 29.8 — 52

. oyt =4.8
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